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he digital space increasingly shapes the private and work  

lives of young Europeans. The current Covid-19 pandemic  

accelerates the digital transformation. For Europe’s younger  

generations it is hard to imagine a life without the world wide  

web, social media, or their smartphone. 

 

The digital world gives mankind previously unknown access  

to information. Not only the access to information has radically  

changed, but also the opportunities to spread information.  

However, this still relatively new form of living with and in the  

digital space has not just beneficial consequences. With the  

rise of the internet as a medium for information and commu- 

nication new dangers, threats, and challenges have developed  

and they are individual, collective, societal, and global.  

T 

Markus Ferber, MdEP 

Chairman of the  

Hanns Seidel Foundation 

PREFACE 
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For one thing, people with criminal energy use the digital space,  

mostly for personal gain. But it is not just "digital trickery";  

the digitisation of our world is also being used to manipulate, to  

deceive, to damage, to scheme, to propagate or infiltrate.  

And this happens on different levels: it can happen on a private,  

personal level, on the level of civic or social groups, in companies,  

universities and other institutions, in political discourse as  

well as on state, interstate and international level. 

 

Information plays a central role in all these challenges and  

threats: one can use, steal, manipulate, steer, and spread it. Infor- 

mation can be right, wrong, incomplete, incorrect, or inaccurate.  

It can serve as a weapon as well as a means of pressure or  

protection. This way information can become "disinformation"  

or so-called "Fake News". 

 

Just as diverse as the intentions are the methods that can be  

used to ultimately influence or damage others in real life.  

The "ordinary citizen" in Germany and Europe is only slowly  

becoming aware of the manifold ways and kinds of threats  

that can lurk in the digital world. 

 

Who actually knows what the term "hack and leak tactic" means?  

Where is the difference between a "silent" and a "cold" leak?  

What exactly are "social bots" and how do they work? In which  

way do they pose a threat? What is "narrative warfare" and  

how does it differ from "memetic propaganda"? 
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This White Paper seeks to present and explain the current most  

common threats in the digital information space. With this  

Aktuelle Analysen’ edition we as Hanns Seidel Foundation want  

to contribute to a better understanding of the possible threats  

in the digital world and information sphere to deal with them more  

appropriately. That is why this publication, in both German  

and English, is aimed at all those in Europe who regularly enter  

the virtual space one way or another, retrieve information  

from it and possibly post, comment and spread it. 

 

We wish you an interesting and informative read! 

 

 

/// 



6  |  A K T U E L L E  A N A L Y S E N  7 7  

 

 

 

 

Contents 
 

 

Key Findings  .....................................................................................  12 

 

 

Recommendations ..........................................................................  13 

 

 

Background .......................................................................................  14 

 

The role of the authenticity of information  .....................................  15 
 

The scope of information threats  .....................................................  16 
 

A challenge for the core values of liberal democracies  .................  17 
 

Distinguishing between phenomenon and effect  ...........................  18 

 

 

1.  Information Operations ..........................................................  19 

 

Distinguishing between influence operations, astroturfing,  

and false flag operations  ...................................................................  20 
 

Types of Information Operations  .....................................................  20 
 

Narrative warfare and memetic warfare  ..........................................  21 
 

Example of an Information Operation: DC Leaks  ...........................  22 
 

The challenge of attribution  ..............................................................  23 
 

The resilient public  ............................................................................  24 

  



    

A K T U E L L E  A N A L Y S E N  7 7   |  7 

 

 

 

 

    
 

 

2.  Deepfakes  ....................................................................................  25 

 

Types of deepfakes  .............................................................................  25 
 

Commercial applications  ...................................................................  27 
 

Deepfakes as a danger to the information space  ...........................  28 
 

Differentiation from shallow fakes  ...................................................  28 
 

Example of a shallow fake in politics  ...............................................  29 
 

Challenges in detecting deepfakes  ...................................................  30 

 

 

3.  Hack-and-leak tactics  ..............................................................  31 

 

Types of hack-and-leak tactics  ..........................................................  31 
 

The methods of hack-and-leak tactics  ..............................................  32 
 

Hacks as a service: Hack-for-hire  .....................................................  32 
 

Example of hack-and-leak tactics: DC Leaks  ...................................  33 
 

Differentiation from doxing  ...............................................................  33 
 

Challenges presented by hack-and-leak tactics ..............................  34 

  



    

8  |  A K T U E L L E  A N A L Y S E N  7 7  

 

 

 

 

    
 

 

4.  Account Spoofing  ......................................................................  35 

 

Types and methods of account spoofing  .........................................  35 
 

Example of account spoofing with Elon Musk’s identity  ...............  36 
 

The challenge of protecting digital profiles  ....................................  37 

 

 

5.  Bots  ................................................................................................  38 

 

Differentiation from chatbots and comment bots  ..........................  38 
 

The manipulation of the information space at scale  .....................  39 
 

Types of bots  .......................................................................................  40 
 

Effects of bots on the information space  .........................................  40 
 

Examples of the use of bots: Artificial majorities and  

damaging the reputation of businesses  ..........................................  41 
 

Bots as a service  .................................................................................  43 
 

The future of bots  ...............................................................................  43 

  



    

A K T U E L L E  A N A L Y S E N  7 7   |  9 

 

 

 

 

    
 

 

6.  Disinformation  ...........................................................................  44 

 

Differentiation from misinformation  ................................................  45 
 

Seven types of disinformation (Wardle & Darakshan, 2017)  ........  45 
 

State and alternative media as instruments of disinformation  ....  46 
 

Example of disinformation: Renaming verified accounts  ..............  47 
 

Example of disinformation as a tactic during terrorist attacks  ....  48 
 

Key skills in fighting disinformation  ................................................  49 

 

 

References  ........................................................................................  50 

 

 

    

 

 

 



    

10  |  A K T U E L L E  A N A L Y S E N  7 7   

 

 

 

 

 

 

 

 

 

 

 

 

Tabea Wilke 

is the founder and CEO of botswatch Technologies GmbH,  

Berlin. She is a member of the Association for Computing and  

Machinery "Special Interest Group Artificial Intelligence"  

(ACM SIGAI) and member of the Institute of Electrical and  

Electronics Engineers IEEE’s working group to develop a Standard 

for the Process of Identifying and Rating the Trustworthiness of 

News Sources. Wilke holds a Bachelor’s degree in Media and  

Communications and a Master’s degree in International Relations. 

 

 

 

 

 

 

botswatch Technologies GmbH 

Albrechtstr. 16, 10117 Berlin 

www.botswatch.io 

 

for  

Hanns-Seidel-Stiftung e.V. 

©
 M

a
x
im

il
ia

n
 K

ö
n

ig
 



A K T U E L L E  A N A L Y S E N  7 7   |  11 

Tabea Wilke 

 

    

    

 

 

 

 

 

 

Information Threats 

Challenges for the European Information Space 

 

 

 

    
 

 

  



I N F O R M A T I O N  T H R E A T S  

12  |  A K T U E L L E  A N A L Y S E N  7 7  

 

 

 

 

∙ The identity of a society and the economic growth of liberal democracies 

are dependent on the authenticity, stability, and integrity of infor-

mation, databases, and digital identities. 

 

∙ The information space of liberal democracies is changing due to (1) rapid 

technological developments and (2) the erosion of people’s trust in facts 

and scientific findings. 

 

∙ Geopolitical conflicts are increasingly staged in the information space. 

Information warfare destabilizes information spaces around the world. 

 

∙ Information threats can’t be stopped by deleting accounts. Their archi-

tects will continuously search for ways to use the functionality and busi-

ness models of relevant internet services for their own purposes. It is a 

daily competition between the attackers and the attacked, and the victor 

will be the side that has the best mastery of technology. 

 

∙ The attribution of information threats is a substantial challenge. In the 

future, AI-enabled applications in speech and text processing, as well 

as in image processing, will remove the individual fingerprints of those 

that create information threats even as the threats are created. This will 

make reliable attribution even more difficult. 

 

  

Key Findings 
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∙ The development of an understanding of the phenomena, risks, and dan-

gers of threats to the information spaces of liberal democracies, free 

economic systems, and global political developments is one of the key 

competencies of policymakers in politics, society, and the economy. 

 

∙ The development of appropriate measures to make people aware of 

threats in the information space. 

 

∙ The implementation of a process for educating the target audiences of 

active information operations. An informed public is a resilient public. 

The more quickly the narrative, images, and goals of active information 

operations are known, the lower the odds that they will spread. 

 

∙ Companies and organizational IT infrastructures that are secured ac-

cording to industry standards, as well as multi-factor authentication for 

online accounts, contribute to the protection and authenticity of infor-

mation, databases, and digital identities. 

 

∙ Development of appropriate measures to enable people to recognize, 

process, and classify information from texts, images, videos, and feeds 

in a dynamic information space in the long term. 

 

∙ Newsrooms need a shared code of ethics regarding covering information 

threats. 

 

  

Recommendations 
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Our information space is changing rapidly. People are connected globally, 

information is available worldwide and in real-time, the processing power 

of computers doubles every 3.5 months (Amodei & Hernandez, 2018), and 

smartphones offer the functions of powerful minicomputers. Our everyday 

lives are ruled by an ever-increasing amount of informational noise, in 

which it becomes more and more difficult to distinguish the relevant from 

the irrelevant and facts from falsehoods. The gray area in between is vast. 

 

Even beyond technological developments, the way that people perceive in-

formation, process it, and react to it is changing. In the public discourse of 

liberal democracies, opinions and facts are becoming increasingly blurred, 

scientific findings are called into question, personal experience is given 

more weight than facts, and trust in established sources of information is 

dwindling (Mazarr, Bauer, Casey, Heintz, & Matthews, 2019). These societal 

phenomena are described with the terms "disruption of fact" (Lepore, 2016) 

and "truth decay" (Kavanagh & Rich, 2018). Today, credibility and trust have 

become among the most important currencies companies can possess. 

 

While the information space of liberal democracies is changing, it is simul-

taneously becoming a place in which geopolitical conflicts and the battle 

for economic interests are staged. Terrorists stream their attacks on digital 

platforms in real-time (Stubbs, 2019). Individuals can use tweets to con-

fuse and mislead security authorities (Backes, et al., 2016). International 

treaties are revoked as once-obvious alliances are called into question and 

new alliances form. Private actors are becoming a fixed component of inter-

national conflicts, which are increasingly carried out not with weapons, 

but with information (Lin & Kerr, 2019; Mazarr, Bauer, Casey, Heintz, & 

Matthews, 2019). 

 

Information warfare is a type of war carried out without heavy weaponry 

or fallen soldiers. Technological developments and the global networking 

of humanity have provided information warfare with new tools. They can 

be seen in operations to influence the information space before elections 

and referendums, after natural disasters and acts of terrorism, in govern-

mental crises, societal divisions, civil unrest and during protests and riots. 

The goal is to create doubts and mistrust in the minds of people, undermine 

faith in political order, stir national issues, weaken the identity of a society, 

generate false support, destabilize and confuse, drive apart existing alli-

ances, and destroy the geopolitical and economic order of past decades. 

Background 
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The role of the authenticity of information 
 

The previously discussed technological and social changes in the infor-

mation space, and its increasing use as a place where warfare is conducted 

by means of information, are developments that we encounter every day. 

 

In this white paper, information space is understood as the sum of all chan-

nels through which information is disseminated and can be provided to 

individual people or the public at large. This includes forms of media such 

as print, TV, radio, websites, and social media platforms, as well as blogs, 

apps, messenger services, emails, and the telephone (Mazarr, Bauer, Casey, 

Heintz, & Matthews, 2019). The focus of this white paper is on describing 

information threats on digital platforms, the social web, and internet ser-

vices. 

 

The information space is one of the most important systems of liberal democ-

racies. Not only society, but also the economy and politics depend on a 

healthy information space in which information can be exchanged reliably 

between people and machines (Mazarr, Bauer, Casey, Heintz, & Matthews, 

2019). The integrity of the information space is the basis for decisions 

made by people in their private lives, by people in companies, and by 

elected officials in politics. 

 

They all rely on the stability, authenticity, and integrity of information, data-

bases, and digital identities, which merge to create a mutually shared reality. 

It holds society and the global economy together. If the information space 

is manipulated, parallel realities are created that can endanger the stability 

and the growth of free societies and economic systems. 
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The scope of information threats 
 

Information threats are strategies, instruments, and tactics that endanger 

the information space. They include disinformation, deepfakes, hack-and-

leak tactics, social bots, account spoofing, and information operations. 

 

Information threats exist on many platforms. Scientists, journalists, com-

panies and the platforms themselves have proven and thoroughly docu-

mented operations on Facebook (DiResta, et al., 2018; Facebook, 2019; 

Facebook, 2018), Facebook groups (Facebook, Taking Down More Coordi-

nated Inauthentic Behavior, 2018), Instagram (DiResta, et al., 2018; Face-

book, 2019), Facebook Messenger (DiResta, et al., 2018), Twitter (DiResta, 

et al., 2018), YouTube (DiResta, et al., 2018), Wikipedia (Sharma & Scarr, 

2019), Reddit (DiResta, et al., 2018), Soundcloud (DiResta, et al., 2018), 

Pokémon Go (DiResta, et al., 2018), Telegram (DiResta & Grossman, 2019), 

Gab.ai (DiResta, et al., 2018), Medium (DiResta, et al., 2018), VKontakte 

(DiResta, et al., 2018), Tumblr (DiResta, et al., 2018), Pinterest (DiResta, 

et al., 2018), Meetup (DiResta, et al., 2018), LiveJournal (DiResta, et al., 

2018), Vine (DiResta, et al., 2018), Discord (Institute for Strategic Dialogue, 

2019) and 4Chan (Institute for Strategic Dialogue, 2019). Operators of 

information threats select the platforms according to the current behavior 

of the target audience and the channel’s opportunities and features in order 

to conduct the operation successfully. Therefore, the number of affected 

channels is constantly changing and may include additional platforms and 

applications in the future. 

 

Almost every sector has already been a target of attacks. Targets include 

governments, parties, politicians, people in public life, journalists, activists, 

private citizens, network infrastructures, financial institutions, companies, 

NGOs, cities, schools, hospitals, airports, universities, sporting institutions, 

transnational organizations, and federations. 
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A challenge for the core values of liberal democracies 
 

Threats in the information space are a daily competition between the at-

tackers and the attacked, and the victor is the side that has the best mastery 

of technology. Internet companies can help by implementing appropriate 

information security measures for their platforms and users, which in-

creases the effort and expense for attackers. 

 

 

Attacks cannot be completely prevented. There are three reasons for this: 

 

∙ Firstly, the architects of information threats are always looking for ways 

to use the functionality and business models of relevant platforms for 

their own purposes. 

 

∙ Secondly, not only digital platforms and their applications, but also 

people’s user behavior changes and develops every day. This opens up 

new opportunities for attackers. 

 

∙ Thirdly, technology continues to develop, and this can create means of 

attack that were not previously technologically possible. 

 

 

To effectively minimize threats in the information space without changing 

the shared values that underlie modern democracy and economic systems, 

is one of the greatest challenges of our age. 

 

Even now, it is apparent that information threats are being used as an argu-

ment to limit the freedom of speech, as well as the access to the world wide 

web (Wakefield, 2019). For this reason, solid detection capabilities and 

the accurate attribution of harmful operations in the information space will 

become more and more important in the future. 

 

  



I N F O R M A T I O N  T H R E A T S  

18  |  A K T U E L L E  A N A L Y S E N  7 7  

Distinguishing between phenomenon and effect 
 

This white paper will intentionally remain incomplete with regard to naming 

the threats in the information space. However, it will describe a number of 

strategies, tactics, and instruments that are currently relevant on digital 

platforms and which will continue to gain relevance in the future against 

the background of technological developments. 

 

This white paper places great value on the distinction between the descrip-

tion of an existing phenomenon and the description of the effect of a phenom-

enon. This is important since a phenomenon may commonly occur, regard-

less of whether causal interdependencies between individual information 

threats to social or political changes have been identified and supported by 

scientific findings. This also – and particularly – applies to threats in the 

information space, which change daily. 

 

This white paper describes various phenomena of information threats, their 

appearance, their use in various contexts, and their complex effects on the 

information space. For the question of the effect of information threats, we 

reference the research activities of Harvard University, Stanford University, 

Northeastern University, the University of Pennsylvania, the Oxford Inter-

net Institute, and Princeton University, all of which have worked with this 

phenomenon in various scientific disciplines. Below, we will describe the 

threats, their importance, the various types of threats, and their actors using 

specific examples. 
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Information operations are military or news campaigns that seek to influ-

ence, control, confuse, deceive, change, or destroy the information space 

of a certain country or region (US-Army, 2003). 

 

Information operations are carried out in times of war and armed conflicts, 

but also in times of peace (US-Army, 2003). They are part of psychological 

warfare and cognitive warfare. They are one of the strategies of hybrid war-

fare (Morris, et al., 2019) and generally stay below the threshold that would 

trigger a reaction from the adversary. As such, information operations are 

among the strategies in the military gray zone (gray zone conflicts) (Morris, 

et al., 2019). Meeting conflicts with information operations is called infor-

mation warfare. Information war is a war without tanks and guns; it is a war 

with information. 

 

Information operations are initiated and controlled by state actors. In the 

past 15 years, the execution of the operations has shifted to the private 

sector, meaning that non-state actors are also a component of hybrid war-

fare. The more complex and professional an information operation is, the 

more resources it requires. 

 

Information operations make use of almost every channel that is used by 

the target audience in the respective information space. This includes plat-

forms such as Facebook (DiResta, et al., 2018; Facebook, Taking Down More 

Coordinated Inauthentic Behavior, 2018; Facebook, Removing More Coordi-

nated Inauthentic Behavior From Iran and Russia, 2019), Facebook Groups 

(Facebook, Taking Down More Coordinated Inauthentic Behavior, 2018), 

Facebook Messenger (DiResta, et al., 2018), Instagram (DiResta, et al., 

2018), Twitter (DiResta, et al., 2018), Google Ad Sense (DiResta, et al., 

2018), Gmail (DiResta, et al., 2018), YouTube (DiResta, et al., 2018), Wiki-

pedia (Sharma & Scarr, 2019), Reddit (DiResta, et al., 2018), Soundcloud 

(DiResta, et al., 2018), Pokémon Go (DiResta, et al., 2018), Telegram 

(DiResta & Grossman, 2019), Gab.ai (DiResta, et al., 2018), Medium (DiResta, 

et al., 2018), VKontakte (DiResta, et al., 2018), Tumblr (DiResta, et al., 

2018), Pinterest (DiResta, et al., 2018), Meetup (DiResta, et al., 2018), 

LiveJournal (DiResta, et al., 2018), Vine (DiResta, et al., 2018), Discord (In-

stitute for Strategic Dialogue, 2019) and 4Chan (Institute for Strategic Di-

alogue, 2019). The actions of the information operations on digital plat-

forms are complemented by state-backed alternative news sites (see Disin-

formation).  

1. Information Operations 



I N F O R M A T I O N  T H R E A T S  

20  |  A K T U E L L E  A N A L Y S E N  7 7  

Information operations are not a new phenomenon. However, they have 

gained new opportunities for scale, speed, scope, and anonymity as the 

whole world has become connected through digital platforms (US-Army, 

2003). Information operations are generally embedded in the larger con-

cept of an influence operation (Lin & Kerr, 2019; US-Army, 2003). 

 

 

 

Distinguishing between influence operations,  
astroturfing, and false flag operations 
 

Information operations are targeted towards the information space of a 

country or a region. In contrast, influence operations use multiple tools to 

influence all aspects of a society through the economy, education, research, 

sports, the military, and diplomacy (US-Army, 2003). Information opera-

tions and influence operations are therefore distinguished by the spaces in 

which they operate. 

 

Commercial PR campaigns by economic or political actors that, like infor-

mation operations, seek to move through information space under disguise 

are called astroturfing. The common factor between information operations 

and astroturfing lies in the misleading intention of the operation and the 

professional execution of the campaign. 

 

In past years, it has been increasingly common for some methods and tac-

tics to be imitated by information operations. Campaigns coordinated by 

states that imitate an actor or method of a certain operation are called false 

flag operations. False flag operations are conducted to imitate another 

state actor and to simulate an activity that is not actually occurring. False 

flag operations that are conducted at a very high professional level are very 

difficult for the target public sphere and adversaries to identify. 

 

 

 

Types of Information Operations 
 

There are three different types of information operations: White, gray, and 

black (Lin & Kerr, 2019). The difference between the operations lies in the 

transparency of the information source and the client. 

 

∙ White information operations are completely transparent with regard 

to the source and the client. The information space can clearly identify 

the author.  
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∙ Gray information operations disguise the origin of the information source 

and the client. They involve real third parties such as private citizens, 

foundations, NGOs, activists, and organizations as active actors to make 

the information seem authentic. Gray information operations are difficult 

for the civil information space to identify. 

 

∙ Black information operations not only disguise the origin of the infor-

mation source and the client, but are also first made visible by actors that 

come from the information space or appear to come from the information 

space. Black information operations are very difficult to identify and can 

only be exposed through forensic and intelligence-led capabilities. For 

the general public, it is hardly possible to connect an operation to its 

originator. 

 

 

 

Narrative warfare and memetic warfare 
 

Information operations appear in the digital space through (1) narratives and 

(2) viral images or short sequences of moving images (Graphics Interchange 

Format, GIFs), also called "memes". A society is connected by shared truths, 

shared narratives, and a consensus about its history. This forms the collec-

tive identity of a society. Information operations refer to this collective 

identity with the help of images and narratives in order to influence, shape, 

change, polarize or destroy it (US-Army, 2003). When this occurs using nar-

ratives, the tactic is called "narrative warfare" or "narrative propaganda". 

If it uses memes, the tactic is called "memetic warfare" or "memetic propa-

ganda" (DiResta & Grossman, 2019). 

 

 

Information operations use images and narratives for two purposes: 

 

∙ Firstly, emotions such as fear, horror, disgust, surprise, dismay, schaden-

freude, superiority or inferiority are evoked to create or stir societal 

discourse. 

 

∙ Secondly, individual fringe groups of a society are connected through 

mutual images to create a new narrative. 

 

 

Beyond this, information operations use a variety of additional forms of 

information threats such as disinformation, hack-and-leak tactics, account 

spoofing, bots, deepfakes, shallow fakes, and many more.  
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Example of an Information Operation: DC Leaks 
 

Influencing the US presidential election in 2016 was one of the most exten-

sive and best documented information operations to date. The operation 

began in 2014 and lasted until the beginning of 2017. Some accounts remain 

active even today (DiResta, et al., 2018). The operation had three elements: 

(1) attacking and hacking voting systems, (2) hack-and-leaks of internal 

documents of the Democratic party (for an example, see "hack-and-leak 

tactics") and (3) extensive operations on digital platforms (DiResta, et al., 

2018). All in all, 

 

∙ approximately 10.4 million tweets were posted by more than 3,841 ac-

counts, 

∙ approximately 1,100 YouTube videos were posted by 17 accounts, 

∙ approximately 116,000 Instagram posts were shared on 133 channels, 

∙ approximately 61,500 Facebook posts were published on 81 Facebook 

pages (DiResta, et al., 2018). 

 

 

Figure 1: "Army of Jesus" on Facebook and Instagram (left) and a visual that was posted in the Texit 

narrative (right, DiResta, et. al. 2018: 72). The figure at left received 5,436 likes and 284 comments in 

March and April 2017 (DiResta, et al., 2018: 40). 
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On Instagram alone, the information operation achieved approximately 

187 million engagements and on Facebook, approximately 77 million 

engagements (DiResta, et al., 2018). According to Facebook (DiResta, et al., 

2018) the operation reached a total of approximately 126 million people. 

Its goals included the following (DiResta, et al., 2018): 

 

∙ Demoralizing the black community and people of color in the US through 

extensive measures in approaching and influencing community leaders 

in churches, civil rights movements, the black media, self-defense 

courses, and protest movements with the intent of collecting sensitive 

private information, such as their sexual orientation or behaviors. 
 
∙ Voter suppression. The goals of this campaign were (1) creating confusion 

about the electoral process and voting, (2) diluting votes by recommend-

ing people to vote for a third party, (3) demobilization of voters through 

calls to stay at home on voting day. 
 
∙ Support for secession movements. In reference to Brexit, the informa-

tion operation supported secession movements in the US, such as 

#Texit in Texas and #Calexit in California. They spread stereotypes and 

sensitivities against governments at the federal, state, and regional 

levels. 

 
 
 

The challenge of attribution 
 

Accrediting information operations to a certain actor (attribution) is one of 

the most significant challenges. In the future, it will even increase for two 

reasons: 

 

∙ IP addresses, devices, technical services and operating systems can be 

easily spoofed or anonymized. This will make the solid detection and 

the accurate attribution of information operations more difficult. 
 
∙ Individual language, individual grammatical errors, or styles in image 

processing will be more difficult to recognize in the future. As soon as 

highly developed AI-enabled translation and image processing are ac-

cessible for mobile devices, the individual characteristics that indicate 

the operator’s individual digital fingerprint will be removed. 

 

In addition, non-state actors such as activists, journalists, the private sector, 

and researchers are also imitating the methods and tactics of information 

operations for their purposes. This is another assault on the integrity of the 

information space and damages its authenticity.  
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The resilient public 
 

The speed, agility, and rapidly changing nature of information operations 

pose significant challenges in countering them. One possibility is to inform 

the public immediately about active information operations and their narra-

tives, images, and goals. Inorganic campaigns, images, narratives, and goals 

will become more obvious for the public. By informing the general public, 

the measures of the information operation would become ineffective. 

 

In this context, reaction time plays an important role: Harmful and mis-

leading narratives can be deployed within five minutes and amplified 

within 20 minutes. A subsequent correction of the narrative is hardly possi-

ble (Freedberg, 2019; Andrews, Fichet, Ding, Spiro, & Starbird, 2016). In the 

US, the Baltic States, Finland, Central Europe, and Sweden, these methods 

are already being used. This requires close collaboration between security 

authorities and experts in economics, science, and in NGOs to develop ef-

fective forensic capabilities for solid and accurate attribution. An informed 

public is a resilient public (US Director of National Intelligence DNI, 2019). 

 

  



I N F O R M A T I O N  T H R E A T S  

A K T U E L L E  A N A L Y S E N  7 7   |  25 

 

 

 

 

A deepfake is video or audio material that looks real but which is created 

with the help of artificial intelligence. People do or say things that they never 

actually did or said. The word deepfake is a compound of the name of the 

technology with which deepfakes are produced (Deep Learning) and the 

goal of the change (fake). 

 

The underlying technology of deepfakes are deep learning models with 

generative adversarial networks (GAN). They have been used in developing 

text-to-speech models and improving the analysis of medical imaging data 

for years (Yi, Walia, & Babyn, 2019). High-quality deepfakes can hardly 

be distinguished from the original (Nelson & Lewis, 2019; Agarwal, et al., 

2019). 

 

Deepfakes may appear on almost all digital platforms through which audio-

visual content is shared. This includes, for example, Instagram, Facebook, 

YouTube, Twitter, LinkedIn, Twitch, Vimeo, and Soundcloud. 

 

 

 

Types of deepfakes 
 

Currently, there are three different types of deepfakes: (1) face-swap, (2) lip-

sync and (3) puppet master (Agarwal, et al., 2019). In a face-swap, the face 

in a video is automatically switched with another face (Harwell, 2018). In 

a lip-sync, the lip movements of a person are automatically adjusted to an 

audio frequency. A puppet master automatically changes all of a person’s 

movements, such as head movements, facial expressions, and eye move-

ments. In addition to these three types, there are countless variants, nuances, 

and new developments. 

 

  

2. Deepfakes 
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Figure 2: Five examples of a 10-second clip altered from the original (from top to bottom), lip-sync deep 

fake, comedic impersonator, face-swap deep fake and puppet master deep fake (Agarwal, et al., 2019) 
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Commercial applications 
 

In 2017, deepfakes became well-known in connection with pornographic 

content. The actor’s faces were artificially switched for the faces of famous 

people. Commercial applications such as FaceApp from the Russian company 

Wireless Lab let the user’s face age. The Chinese face-swapping app Zao 

integrates an upload into a popular blockbuster or streaming series like 

Game of Thrones. In its update in Fall 2019, the video platform Twitch inte-

grated deepfake features into its livestream (Perez, 2019). In the summer 

of 2019, FaceApp won 12.7 million new users in only a few weeks (Sarwari, 

2019). Zao quickly became one of the most popular apps in China (Ingram, 

2019). 

 

Equally relevant for the information space is the development of a deepfake 

news anchor for the Chinese state news agency Xinhua, which was intro-

duced in November 2018 (Kuo, 2018). This deepfake is able to automatically 

read any kind of news, 365 days a year, at any time of day or night. 

 

 

Figure 3: The first deepfake news anchor of the Chinese state broadcast station Xinhua 
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Deepfakes as a danger to the information space 
 

∙ Rapid technological development. The technology that creates deep-

fakes is developing rapidly. New processes for high-end deepfakes appear 

on an almost weekly basis. The applications known today are only the 

beginning of a transformative technology. 

 

∙ Potential impact. Deepfakes have a comparatively high potential for 

use in disinformation. They can create severe damage for individual 

people, political processes, or economies in a very short period of time 

(Nelson & Lewis, 2019). 

 

∙ Access. Simple deepfake applications are available from many mobile 

apps. They can be created on a smartphone in only a few minutes – no 

programming skills required. Although created on a smartphone, this 

type of deepfake is sufficient to create confusion and draw attention in 

sensitive situations such as elections or terrorist attacks, and thereby 

has the ability to shape the outcome of major events. 

 

 

Deepfakes have already influenced political processes in Malaysia. A possi-

ble deepfake of a man who claimed to have been intimate with the candidate 

for the office of prime minister was shared there. The video was dissemi-

nated quickly and led to confusion in Malaysian politics. Homosexuality 

is illegal in Malaysia. Another example is the fraud committed against a 

business enterprise with the help of a deepfake. In March 2019, employees 

of an energy company were deceived by an audio deepfake of their CEO 

and transferred payments totaling 220,000 euros to an external account 

(Stupp, 2019). 

 

 

 

Differentiation from shallow fakes 
 

Shallow fakes are also used in manipulating audiovisual content. Shallow 

fakes are not created with deep learning and therefore are not deepfakes. 

However, they are the result of an easy, generally minor manipulation of 

the material. This is the origin of the name "shallow", which can also mean 

"superficial". Despite the superficial manipulation of the material, a shallow 

fake can influence the course of political and economic processes. 
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Example of a shallow fake in politics 
 

One such shallow fake made of the speaker of the US House of Represent-

atives, Nancy Pelosi, was disseminated in May 2019 (Harwell, 2018). It 

showed a video of the politician at a public panel. By reducing the speed of 

the video, it created the impression that Nancy Pelosi was drunk or ill. The 

shallow fake spread quickly. On the "Politics WatchDog" Facebook page 

alone, the video was seen two million times in the first few hours, shared 

more than 45,000 times, commented on more than 23,000 times, and 

shared across platforms. Although it was soon clear that the video was 

manipulated, questions regarding the politician’s health remained in the 

information space. 

 

 

Figure 4: Original versus shallow fake of Nancy Pelosi (New York Times, 2019) 
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Challenges in detecting deepfakes 
 

Detecting deepfakes is challenging. As the technology continues to develop, 

it becomes more and more difficult. A few weeks prior to the publication of 

this white paper, deepfakes could be detected by using image compression 

to identify hard edges, image errors, and shadows next to the person, un-

natural blinking, or mouth movements. These phenomena have since been 

removed, meaning none of the high-quality deepfakes now have any of 

these errors. Researchers from the University of Berkeley expect that they 

will be able to automatically identify deepfakes in the future through the 

combination of facial expressions and head movements (Agarwal, et al., 

2019). In coming years, the importance of deepfakes and shallow fakes as 

a threat to the information space and democratic and economic processes 

will continue to increase on pace with the development of the technology 

and commercial availability. 
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Hack-and-leak tactics disclose sensitive information (leaks) from an attack 

on a computer system or network (hacks) to create, shape, or stir public 

issues. The leak can occur immediately after the hack or at a later time. If 

the leak occurs at a later time, the disclosure corresponds to beneficial 

moments for the leak in politics, the economy, or society. 

 

 

 

Types of hack-and-leak tactics 
 

There are four different types of hack-and-leak tactics: 

 

∙ Hot leak. A break into a computer system or network with access to 

sensitive data (hack) and the disclosure of the data either directly or by 

a third party (leak). 

 

∙ Silent leak. A break into a computer system or network with access to 

sensitive data (hack) with no disclosure of the data (no leak). 

 

∙ Fake leak. A break into a computer system or network with access to 

sensitive data (hack) and the spread of intentionally false or fabricated 

data (fake leak). 

 

∙ Cold leak. A break into a computer system or network without access to 

sensitive data (no hack) and the spread of intentionally false or fabricated 

data (fake leak). 

 

 

  

3. Hack-and-leak tactics 
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The methods of hack-and-leak tactics 
 

For hack-and-leak tactics, the distribution of the data to the media is a deci-

sive moment. As soon as information from hacks is published, public dis-

course generally focuses on the people, organizations, and content in the 

leaks. Very rarely, the way how journalists accessed the information or the 

credibility of sources is discussed. This is a weak point in the media cover-

age of leaks and is exploited by hack-and-leak playbooks. 

 

Hack-and-leak tactics can also use the psychological effect of the hack. A 

hack can destabilize the person or organization that was attacked and lead 

them to take imprudent actions. Sometimes, these reactions have more 

significant effects and toxic outcome than the hack itself. At the same time, 

the full attention of the person under attack is focused on investigating the 

hack and limiting the alleged damage. In this time, the attacker can run 

additional operations which go almost unnoticed for the target. 

 

Whether leaked data is legit or fabricated is of secondary importance to the 

success of hack-and-leak tactics. Any confusion or doubt created about a 

political leader, a political process such as an election, a presidential can-

didate, a mayor, a party, or the senior executive managers of a company 

has the potential to remain in the information space. 

 

 

 

Hacks as a service: Hack-for-hire 
 

An attacker gaining access to an email account poses the risk of compro-

mising all the other services and connected contacts tied to that account as 

well. On the black market, the hacking of an email account is offered as a 

service. Currently, prices range from 100 to 400 euros (Mirian, 2019). 

However, these hack-for-hire services do not include leak campaigns. 

 

A sophisticated and effective hack-and-leak operation is planned over 

months or sometimes years and is demanding in their operational execu-

tion. This makes them expensive and limits the originator mostly to state 

or state-backed actors. 
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Example of hack-and-leak tactics: DC Leaks 
 

One of the most famous state-backed hack-and-leak operations was the DC 

leaks during the US presidential election campaign in 2016. The architec-

ture of this operation included registering domains, email accounts with 

Microsoft and Gmail, and profiles and websites on the social web (US 

Department of Justice, 2019). Accounts on Facebook ("DCLeaks") and Twitter 

("@dcleaks_") were used both to start the campaign and to contact journal-

ists personally using direct messages. 

 

The active part of the campaign began with the registration of the domain 

(dcleaks.com) in April 2016, five months before the US presidential election. 

The domain remained active until March 2017. The website was used to 

spread thousands of documents obtained by hacking the Democratic party 

(Democratic Congressional Campaign Committee, DCCC and the Democratic 

National Committee, DNC), the Clinton campaign employees and volunteers, 

"including campaign chairman John Podesta, junior volunteers assigned to 

the Clinton Campaign’s advance team, informal Clinton Campaign advisors, 

and a DNC employee" (US Department of Justice, 2019). The released 

material included personal identifying and financial information, internal 

correspondence related to the Clinton Campaign and prior political jobs, 

and fundraising files and information (US Department of Justice, 2019). 

Parts of the website were protected by a password to control the access to 

the documents by journalists and third parties (US Department of Justice, 

2019). 

 

The leak largely dominated media coverage for the last months before the 

presidential election. It also created the opportunity to spread fabricated 

information and conspiracy theories about the targeted people and Hillary 

Clinton ("Pizzagate"). This was not only used by the operators of the cam-

paign, but also by commercial actors in other parts of the world who were 

substantially rewarded with advertising revenue through publishing false 

stories on their blogs and websites (Kirby, 2016). 

 

 

 

Differentiation from doxing 
 

Hack-and-leak tactics are different from doxing. The word "doxing" comes 

from the abbreviation of "documents" as "docs". In contrast to hack-and-

leak tactics, doxing involves gathering sensitive information from web-

sites and social media channels or with the help of social engineering 

tactics.  
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Figure 5: Tweets from the advent calendar doxing campaign of 2018 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The most famous case of doxing in Germany is the advent calendar leak in 

December 2018. In this case, both publicly available information, such as 

addresses and telephone numbers, as well as information that was hacked 

or acquired through social engineering, such as banking information and 

private chat protocols, was published (Eddy, 2019). The approximately 

1,000 people affected included the Federal Chancellor, members of the 

Bundestag from almost every party, journalists, YouTubers, musicians, 

actors, and other people from public life. The data that were gathered were 

published on various accounts on Twitter step by step as an advent calendar, 

which initially remained unnoticed by German security authorities. 

 

 

 

Challenges presented by hack-and-leak tactics 
 

Both for hack-and-leak tactics and for doxing, there are countless variants, 

areas of overlap with other methods, and newly developed tactics. Hack-

and-leak campaigns cannot be avoided. However, it is possible to increase 

the time and expense required on the part of the attacker. This is primarily 

achieved through IT infrastructure that corresponds to industry standards 

and by securing online accounts with multi-factor authentication. 
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Spoofing means "feigning" or "disguising" and is a method of capturing an 

existing digital identity for a certain period (hack) or imitating it with a 

similar-appearing identity (spoofing). Accounts are spoofed in order to use 

the stolen or imitated digital identity to spread false information, establish 

contact with connected people of this account, or convince them to do cer-

tain things. The goal could be transferring money, clicking on a link or on 

an attached file to download malware, or giving out a password. 

 

Accounts can be spoofed on almost any platform. These attacks have the 

potential to create a high degree of global confusion at low cost with little 

skills or effort. However, a campaign with coordinated spoofed accounts on 

multiple platforms requires resources, advanced expertise in operation se-

curity, and professional planning and execution. Even though not every 

case of account spoofing has a malicious intention behind it, it has the 

potential to create confusion and mistrust in the integrity of the information 

space. 

 

 

 

Types and methods of account spoofing 
 

There are many different types of spoofing, such as email spoofing, text mes-

sage spoofing, or IP spoofing. In the context of threats in the information 

space, account spoofing on digital platforms are most relevant. Currently, 

there are two common methods: 

 

∙ Spoofing an individual’s account to spread disinformation, spam, rumors 

or satire about the person or the institution to which the person belongs. 

In this method, a person’s account is often hacked. The attacker then 

gains full access to the profile and to connected profiles and contacts. 

 

∙ Spoofing an organization’s account, such as one belonging to journalists, 

a governmental authority, a news agency, or a company, in order to 

spread false information in sensitive situations such as terrorist attacks, 

civil unrest, natural disasters, riots or armed conflicts. In this method, 

a third-party account is used to mimic the targeted account. 

 

  

4. Account Spoofing 
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In sensitive situations of public safety and security, account spoofing is 

especially harmful, since many people have severely limited awareness in 

such situations. They then overlook signals that the news report, image, or 

video comes from a fake account. The information is seen as credible and 

may be further distributed with retweets or shares. As soon as media outlets 

pick up this information, the attackers gain even greater coverage for their 

campaign. This is particularly a danger for journalists, authorities, politicians, 

and the communications departments of companies and organizations, all 

of which often feel under pressure to react promptly in such situations. 

 

 

 

Example of account spoofing with Elon Musk’s identity 
 

An example of spoofing an individual account can be found in the scam 

campaign on Twitter in November 2018, which used the digital identity of 

the entrepreneur Elon Musk (Gerken, 2018). In this case, multiple accounts 

that were officially verified by Twitter were hacked and the profile names 

were changed to "Elon Musk". The spoofed accounts sent out spam tweets 

with a link to a website that would allegedly give out ten bitcoins for every 

one that was donated. Other hacked accounts replied to the tweet and 

thanked them for the bitcoins, which was intended to establish credibility. 

Indeed, the tweets were written like obvious scams ("Bitcoic" instead of 

"Bitcoin", "suppoot" instead of "support") and the accounts continued to 

have their specific user names on Twitter (Twitter handle). Despite that, the 

tweet looked like a tweet from Elon Musk to many people at first glance. 
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Figure 6: Spoofed account from the scam campaign that imitated the identity of Elon Musk 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The challenge of protecting digital profiles 
 

From a technical perspective, attackers will always find a way to get around 

account security and verification measures on digital platforms and to use 

details such as images and names of digital identities for their own purposes. 

Despite this, the role of multi-factor authentication of digital accounts is 

the first step to increase the cost for attackers (Mirian, 2019). 
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Bots are accounts on social media networks that are not controlled by people, 

but rather run automated by software. The name comes from an abbreviation 

of robot ("bot"). Bots interact with other accounts and are able to imitate 

human behavior (Ferrara, Varol, Davis, Menczer, & Flammini, 2016). Sophis-

ticated programmed bots are difficult to detect. 

 

Today, automation processes are a fundamental part of almost every digital 

service. Bots use automation that gives them the ability to control not just 

one account, but hundreds, thousands, or tens of thousands of accounts 

simultaneously. No humans are needed to control a bot account. The soft-

ware’s programming determines what activity the bot carries out at what 

time. 

 

The most important platforms on which harmful bots are currently used 

are Twitter (Ferrara, Varol, Davis, Menczer, & Flammini, 2016), Facebook 

(Ferrara, Varol, Davis, Menczer, & Flammini, 2016) and Instagram (Mahesh-

wari, 2018). According to Twitter, 8.5 % of accounts on the platform were 

automated in 2014 (Twitter Inc., 2014). 

 

 

 

Differentiation from chatbots and comment bots 
 

Bots should be distinguished from chatbots or comment bots. Chatbots allow 

conversations in an app or on a website to be automated. Although part of 

the name is the same, automation is all that connects the two. Chatbots are 

not sole and established accounts on social media networks. Comment bots 

post automated comments on products, photos, videos, or livestreams. Like 

chatbots, comment bots are not sole and established accounts on social 

media networks. 

 

  

5. Bots 
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The manipulation of the information space at scale 
 

Bots are used in the service sector to automatically answer customer ques-

tions, automatically post content such as tweets, images, or videos at a cer-

tain time, or to automatically favorite, like, or retweet certain accounts or 

words (Ferrara, Varol, Davis, Menczer, & Flammini, 2016). 

 

However, in past years, bots were commonly used to manipulate digital 

platforms to distort the social or political reality (Howard, 2016; Ferrara, 

Varol, Davis, Menczer, & Flammini, 2016), to artificially boost the reach and 

amplification of tweets and accounts (Andrews, Fichet, Ding, Spiro, & 

Starbird, 2016), to scale campaigns meant to damage companies’ reputa-

tions (Andrews, Fichet, Ding, Spiro, & Starbird, 2016), to influence elec-

tions (Howard & Kollanyi, 2016) and to diminish the impact of hashtags 

used by political activists with the help of spam (Finley, 2015). 

 

In the field of disinformation, bots are used to flood digital platforms with 

misleading narratives at scale (Shao, et al., 2018). For this purpose, they 

share content at a high frequency and contact credible accounts on the 

platform deliberately and directly (Shao, et al., 2018) or use favorites and 

retweets to support real people who distribute their narrative. This in-

creases the likelihood that the misleading narrative will be seen by credible 

accounts, accepted, and further distributed in their networks (Howard, 2018; 

Lazer, et al., 2017) and that uninformed journalists will include this nar-

rative in their reporting and spread it even farther. Because they require 

little effort or expense, bots are a common instrument of disinformation, 

information operations, and hybrid warfare (see "Information Operations"). 

 

People use bots to create artificial majorities – whether for human rights 

and democracy or to create division in a society. The long and resource-

intensive process of developing an organic sphere of influence and commu-

nity is intentionally circumvented. 
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Types of bots 
 

Researchers differentiate between two types of bots: bots and hybrids, also 

called cyborgs (Grinberg, Joseph, Friedland, Swire-Thompson, & Lazer, 

2019). While bots are controlled completely automatically, hybrids are still 

controlled by people, either partially or for a certain period of time. 

 

The characteristics of bots change constantly. That’s why there is no set 

definition of when an account is a bot. The Oxford Internet Institute defines 

it as highly frequent accounts that post more than 50 tweets a day (Howard, 

2016). The disadvantage to this definition is that, for example, accounts 

held by news agencies or journalists that publish many tweets a day or that 

work with an automation software may be falsely categorized as bots. Al-

though other researchers use different criteria for the definition for this 

reason, the Oxford Internet Institute's definition is a helpful approach in 

identifying automated accounts (Rinehart, 2017). The objectives pursued 

by bots cannot be determined solely by their automation function. 

 

 

 

Effects of bots on the information space 
 

∙ Artificially created majorities: People, companies, the media, and poli-

ticians think that this topic is important to many people in the country. 

 

∙ Artificially created opinions: People, companies, the media, and politi-

cians think that a certain opinion is now part of societal discourse or is 

the prevailing opinion. 

 

∙ Polarization and increased social division of society: People, companies, 

the media, and politicians think that concepts of societal cohabitation 

are growing farther apart or that certain societal values and norms 

change. 
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Examples of the use of bots: Artificial majorities and  
damaging the reputation of businesses 
 

In the French presidential election of 2017, bots were used to release and 

amplify leaks about the candidate Emmanuel Macron with the intent of 

influencing the outcome a few hours before the election (Volz, 2017). 

 

In the US presidential election of 2016, bots boosted specific candidates. 

During debates, the percentage of bots was between 23 % and 27 % on 

Twitter that referred to the US 2016 elections. In the last week before the 

US presidential election in 2016, 18 % of tweets about the election were 

from bots (Kollanyi, Howard, & Woolley, 2016). Before the federal election 

in 2017 in Germany, the proportion of bot tweets on topics related to the 

election – in the same period and using the same criteria such as Kollanyi, 

Howard, & Woolley, 2016 – was almost 23 % (botswatch Technologies, 

2017). 

 

 

Figure 7: Activity of automated accounts during the week of the 2016 US presidential election  

(Kollanyi, Howard, & Woolley, 2016) 
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In 2015, bots amplified a rumor that a WestJet airplane sent an emergency 

signal on the way from Canada to Mexico (Andrews, Fichet, Ding, Spiro, & 

Starbird, 2016). The rumor was picked up by a flight-tracking website. 

Within 20 minutes, it was being disseminated through Twitter at a high 

frequency by bots. Due to the speed of the communication, the company 

was hardly able to refute the rumor quickly enough. 

 

 

Figure 8: Tweet volumes of denials over the course of time  

(Andrews, Fichet, Ding, Spiro, & Starbird, 2016) 
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Bots as a service 
 

Bots have the ability to influence the information space with little effort or 

expense. Developing or deploying a bot does not require deep programming 

skills. The service can be purchased inexpensively. 

 

 

 

The future of bots 
 

In coming years, the significance of bots as a threat to the information 

space will increase as AI-enabled technologies like natural language pro-

cessing (NLP) become inexpensive and more accessible on mobile devices. 

With these technologies, it will be possible to customize and further adjust 

and synchronize bots to their specific target group and even to individual 

people. 
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Disinformation is the intentional planning, creation, and distribution of false, 

misleading, fabricated or deceptive information (Wardle, 2017). Its goal is 

to weaponize information in order to shape public opinion, destabilize and 

confuse, create doubts in the minds of people, undermine faith in trusted 

institutions, or to exploit societal divisions. This is particularly effective if 

official agencies remain silent in sensitive situations of public safety and 

security such as terrorist attacks, mass shootings, natural disasters, civil 

unrest, or riots (Runow, 2017). The tools of disinformation include bots, 

account spoofing, hack-and-leak tactics, and deepfakes. 

 

Disinformation is not a new phenomenon. The manipulation of the infor-

mation space is one part of psychological warfare since the beginning of 

the 21st century. Globally connected and digitalized societies, transnational 

public spheres, and smartphones with advanced capabilities in mobile image 

and audio processing have increased the speed at which content can be 

created and spread. The cost and barriers to disinformation have signifi-

cantly decreased over the past few years. 

 

Actors of disinformation are partisan citizens, activists, political parties, small 

and large organizations, commercial service providers, and governmental 

institutions. However, sophisticated disinformation campaigns require a 

cross-functional experienced team and accurate planning, technical equip-

ment, and money. For this reason, advanced disinformation campaigns are 

often times initiated, backed, or financed by state actors. 

 

Disinformation can appear on almost any digital platform. The channels 

currently being used include Facebook (DiResta, et al., 2018), Instagram 

(DiResta, et al., 2018), Facebook Messenger (DiResta, et al., 2018), Twitter 

(DiResta, et al., 2018), YouTube (DiResta, et al., 2018), Wikipedia (Sharma 

& Scarr, 2019), Reddit (DiResta, et al., 2018), Soundcloud (DiResta, et al., 

2018), Pokémon Go (DiResta, et al., 2018), Telegram (DiResta, et al., 2018), 

Gab.ai (DiResta, et al., 2018), Medium (DiResta, et al., 2018), VKontakte 

(DiResta, et al., 2018), Tumblr (DiResta, et al., 2018), Pinterest (DiResta, et 

al., 2018), Meetup (DiResta, et al., 2018), LiveJournal (DiResta, et al., 

2018), Vine (DiResta, et al., 2018), Discord (Institute for Strategic Dialogue, 

2019) and 4Chan (Institute for Strategic Dialogue, 2019). 

 

  

6. Disinformation 
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The selection of a platform is determined by the current behavior of the 

target audience and the technical opportunities offered by the platform for 

carrying out such an operation. The specific usage of channels is therefore 

constantly changing and may include additional platforms in the future. 

 

 

 

Differentiation from misinformation 
 

While disinformation always requires intentional planning and actions for 

distribution, misinformation is the unintentional spread of false information. 

Reasons for misinformation include poor journalistic skills (poor journalism), 

the intent to provoke (provoke or punk), or strong personal conviction in a 

specific matter (partisanship) (Wardle & Darakshan, 2017). 

 

The phenomena and causes of disinformation and misinformation are often 

combined under the term fake news. In understanding the phenomenon 

and developing strategies for solutions, it is helpful to avoid the term "fake 

news" and furthermore differentiate between disinformation and misinfor-

mation. 

 

 

 

Seven types of disinformation (Wardle & Darakshan, 2017) 
 

∙ Satire or parody. 
 
∙ Misleading content: Embedding information in a misleading way to put 

a topic or a person in a misleading context (framing). 
 
∙ Impostor information: Authentic sources are imitated. 
 
∙ Fabricated content: Manufactured and false information. 
 
∙ False connection: The title of a post or article does not correspond to 

the content. 
 
∙ False context: True information is placed in a false timeline or context. 
 
∙ Manipulated information: The misleading manipulation of authentic 

information or images (Wardle & Darakshan, 2017).  
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State and alternative media as instruments of disinformation 
 

Disinformation campaigns on digital platforms are often times comple-

mented by alternative news websites. These include news blogs and alter-

native news websites with ideological, polarizing, highly partisan or extreme 

viewpoints (Newman, Fletcher, Kalogeropoulos, & Nielsen, 2019). Alterna-

tive news websites of state-backed disinformation campaigns not only ap-

proach the target public but also the citizens living overseas in the targeted 

country (diaspora). 

 

Most alternative news websites mimic the look and feel of pages from credi-

ble media outlets. On their page, they emphasize disclosing the truth about 

society, politics, or companies and thereby lift themselves above the media, 

which they call the "lying media" (Lügenpresse) or "fake news media". Al-

ternative news websites that distribute disinformation are mostly targeted 

towards a very specific audience in a very distinct regional area. 

 

Significant usage of alternative or state- sponsored news websites has been 

measured in the US, the UK, France, Sweden, Norway, and Brazil (Newman, 

Fletcher, Kalogeropoulos, & Nielsen, 2019). In 2018, 22 % of the population 

of the US used an alternative, highly partisan, state-owned or state-spon-

sored news website such as Breitbart, Sputnik, RT, Daily Caller, Infowars or 

The Intercept at least once a week, while in the UK only 7 % usage was 

measured (Newman, Fletcher, Kalogeropoulos, & Nielsen, 2019). 

 

Journalists often unintentionally become active actors of disinformation 

when they take up and spread narratives of certain operations. This gives 

the narratives additional credibility and increases their reach. 
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Example of disinformation: Renaming verified accounts 
 

An example of disinformation can be found in the renaming of the Twitter 

account of the British conservative party @CCHQPress to "factcheckUK" 

during the debate between the candidates Boris Johnson and Jeremy Cor-

byn in the 2019 election campaign in the UK (Lee, 2019). After the televised 

debate was over, the account was renamed @CCHQPress again. Twitter 

warned the conservative party and referenced its Community Policy, which 

is intended to avoid and sanction misleading behavior, especially for verified 

accounts. 

 

 

Figure 9: Renamed account of the British conservative party @CCHQPress on Twitter  

during the TV debate in the 2019 election 
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Example of disinformation as a tactic during terrorist attacks 
 

In past years, disinformation has appeared particularly frequently during 

terrorist attacks. Shortly after the Manchester arena bombing in 2017, 

many inauthentic Twitter accounts coordinated in distributing the message 

that their friends or relatives were missing. 

 

 

Figure 10:Fake tweet during the terrorist attack in Manchester in 2017 
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They asked people for help to find their missing relatives or friends. The ac-

counts used publicly accessible photographs of users, YouTubers, bloggers, 

and journalists, allowing them to reach additional communities and target 

audiences that were connected with these people. The YouTuber "The 

Report Of The Week" was among them. He reacted by explaining in a video 

that he was in the US and was still alive (Week, 2017). 

 

The dismay felt by a young target audience and their parents in the social 

web about the supposed fates led to the terrorist attack spreading quickly 

and extensively (Cresci, 2017). The dismay and uncertainty that was created 

by the disinformation online reached far more people than the physical 

terrorist attack itself (Eder, 2017). 

 

 

 

Key skills in fighting disinformation 
 

The ability to identify, understand and process information from online 

texts, images, videos, and feeds is a key skill in countering disinformation 

and misinformation. Since 2017, many initiatives and projects have been 

created by volunteer organizations, companies, universities, and state-

sponsored programs across the globe to educate people in media literacy. 

They approach children, adults, and journalists. 

 

To support good journalism, it helps to have solid, practical training that 

develops advanced competence in online investigation and the proper han-

dling of news sources. In daily business, it is essential to take the time to 

review information before it is going to be published. In addition, news 

outlets need to develop and implement a code of conduct regarding how 

and whether information threats should be covered. 
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